Gate Tunable Hole Charge Qubit Formed in a Ge/Si Nanowire Double Quantum Dot Coupled to Microwave Photons
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ABSTRACT: A controllable and coherent light-matter interface is an essential element for a scalable quantum information processor. Strong coupling to an on-chip cavity has been accomplished in various electron quantum dot systems, but rarely explored in the hole systems. Here we demonstrate a hybrid architecture comprising a microwave transmission line resonator controllably coupled to a hole charge qubit formed in a Ge/Si core/shell nanowire (NW), which is a natural one-dimensional hole gas with a strong spin–orbit interaction (SOI) and lack of nuclear spin scattering, potentially enabling fast spin manipulation by electric manners and long coherence times. The charge qubit is established in a double quantum dot defined by local electrical gates. Qubit transition energy can be independently tuned by the electrochemical potential difference and the tunnel coupling between the adjacent dots, opening transverse (σ⊥) and longitudinal (σ∥) degrees of freedom for qubit operation and interaction. As the qubit energy is swept across the photon level, the coupling with resonator is thus switched on and off, as detected by resonator transmission spectroscopy. The observed resonance dynamics is replicated by a complete quantum numerical simulation considering an efficient charge dipole-photon coupling with a strength up to 2π × 55 MHz, yielding an estimation of the spin-resonator coupling rate through SOI to be about 10 MHz. The results inspire the future researches on the coherent hole-photon interaction in Ge/Si nanowires.
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Circuit quantum electrodynamics (cQED) with manufactured quantum bits (or qubits) opens a feasible path for the implementation of solid-state quantum processors, because of the capabilities of flexible design of device geometry, the persistent qubit-cavity interaction, and the lithographic scalability.1-4 Qubits formed in semiconductor quantum dots (QDs) in the context of cQED,5,4 i.e., confined electrons or spins, analogous to the superconducting counterparts,5,6 show promise as a coherent light-matter interface. With fast quantum state manipulation and the potential for long coherence times, which for electron spins in isotopically purified Si have extended to the level of milliseconds,7,8 a series of recent advances in realizing strong coupling of single electrons and electron spins has been reported,9-14 all satisfying the essential criterion that the qubit-cavity coupling strength g_c exceeds the qubit decoherence rate γ and the resonator photon loss rate κ.1 These recent advances toward coherent interaction are mainly facilitated by improving the device coherence (making it more robust to charge noise) to reduce γ10,15 or employing a high-impedance resonator to elevate the capacitive coupling strength g_c.11-14 The coherent photon trapped inside cavities can serve as an “information bus” to mediate the interaction between the long-distance qubits or facilitate the communication of separated quantum circuits. The entanglement between the separated superconducting qubits or with the electron ensemble in diamond via a single resonator has been realized.16-18 Similar results have been demonstrated recently between semiconductor qubits and in a hybrid composite containing a superconducting and a semiconductor qubits.19,20 So far, all of these inspiring
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Figure 1. A nanowire-resonator hybrid device. (a) An optical micrograph of the left half panel of a typical superconducting MoRe transmission line resonator. Inset is the magnified scanning electron micrograph (SEM) of the input/output coupler. Close to each open (mirrored) end, the nanowire is deposited onto exfoliated hBN on top of predefined surface gates. The DC wires are connected to the bonding pads through on-chip LC filters. (b) SEM images of the nanowire device with a high magnification. The principle of the charge qubit coupled to the photon field is illustrated. (c) Comparison of the resonance transmission spectra with ε = 0 and ε ≫ 0, corresponding to blue and red dots in part d, respectively. (d) Magnitude and phase variation of the transmitted signal as a function of V_L and V_BS, representative of a 3 × 3 charge stability diagram. The arrows in the phase shift plot highlight the coexistence of negative and positive signals. The other gate voltages and bias settings are V_DB = 4.3 V, V_BS = 7.145 V, V_CDB = 3.5 V, and V_AD = 0 V.

experiments have concentrated on single electrons and electron spins.9−14,21−23 To our best knowledge, the experimental demonstration of a hole-based qubit in semiconductor QDs coupled to a circuit cavity has been rarely reported.21 The coupling strength and the controllability of the hybrid cQED remains unclear and becomes of fundamentally increasing interest.

Here we report a hybrid cQED architecture based on a microwave transmission line resonator coupled to a hole charge qubit formed in a Ge/Si core/shell nanowire (NW), which is a natural one-dimensional hole gas with a high carrier transport mobility and strong spin−orbit interaction (SOI).25−28 The Ge/Si NW possesses several desirable qualities that may make it suitable as a building block for fault-tolerant quantum information processing. The key properties being that the nature of the group-IV material, the −orbital symmetry of hole wave functions, and state-of-the-art isotopic purification of Ge and Si imply the absence of a hyperfine interaction and hence potentially long spin coherence.26,29−31 Upon forming the double QD (DQD) along the NW by energizing the local electrical gates, a two-level system (TLS) is defined close to the charge transition degeneracy between the adjacent QDs due to the existence of tunnel coupling. The charge qubit energy can be tuned relative to the cavity photon level using the gates, thus switching on and off the coupling. The variation of the resonance transmission can be utilized as a noninvasive probe to recognize the qubit state in a weak drive limit. A complete quantum numerical simulation is conducted on the hybrid system, providing a comparison to interpret the experimental results. The charge-photon coupling strength is estimated as g_c = 2π × 35−55 MHz, indicating that the holes trapped in the Ge/Si NW DQD can be efficiently coupled to the resonator. However, the observation of strong coupling is prevented due to the existence of a fast qubit decoherence γ = 2π × 4−6 GHz. The power dependence of the resonance dispersive shift further reveals that the pure dephasing is orders of magnitude faster than the energy relaxation and is the dominant contribution to the decoherence of the charge qubit. Given the theoretically predicted and experimentally evident short spin−orbit length l_SO of the Ge/Si NW,26−28 the large g_c indicates that a fast and switchable spin-photon interaction g_s might be accessible, according to the linear relation g_s ∝ g_c/l_SO as several theories have proposed.29,32

A typical 50 Ω transmission line resonator (left half panel) fabricated using a 100 nm MoRe superconducting thin film is shown in the micrograph of Figure 1a (Device Preparation in the Supporting Information). Close to each open end (inset of Figure 1a) of the λ/2 microwave frequency resonator, a Ge/Si NW device was placed bridging the center pin and ground plane in order to maximize the capacitively coupling strength (Figure 1b). Each NW is lying on a set of dense surface gates using an exfoliated hexagonal boron−nitride (hBN) flake as the dielectric layer. The DQD is defined by applying voltages on each finger gate, denoted as V_SB, V_L, V_BS, V_DB, and respectively. For simplicity, we focused on one NW coupled to the resonator, while the NW at the other end was always pinched off. In the measurements, several tens of holes were contained in each QD because the device was found to be too unstable in the few holes regime. We ignore many body effects and assume a single level in each QD in the model we employ to evaluate our results. Under certain gate conditions, the DQD is isolated from the source-drain electrodes and only the interdot tunneling is allowed. Individual holes trapped in the DQD can be treated as a charge qubit, which can be described by the TLS model.30,33
The qubit energy is given by 

\[ H_{\text{qb}} = \frac{1}{2} \varepsilon_c + 2t \tau_c \]  

(1)

The qubit energy is given by \( E_{\text{qb}} = \hbar \omega_{\text{qb}} = \sqrt{\varepsilon^2 + (2t_c)^2} \), where \( \omega_{\text{qb}} = \omega_0 / 2\pi \) is the qubit transition frequency, \( \hbar \) is the reduced Planck constant, and \( t_c \) is the tunnel coupling strength. The direct charge transport and the related resonance response is also investigated by a lock-in homodyne technique at the base rate can be roughly estimated as \( \gamma_0 \approx 2 \varepsilon / \hbar \). 

The evolution of the phase signal for the same range of \( \varepsilon \) and \( \theta \) can be converted from the plunger voltages and lever arms as previously discussed. Under each \( V_{\text{fl}} \) condition, the homogeneous phase signal always appears along the interdot lines, where detuning \( \varepsilon \) is constant. Once the QD is detuned such that \( \varepsilon = 0 \), the hole tends to be trapped in either left or right dot (being localized in the IL or IR state), where the charge transition between QDs is forbidden.

The qubit energy will change with respect to \( t_c \) and \( \varepsilon \) controlled by the gate voltages. The corresponding susceptibility of the DQD to microwave photons also varies, allowing the characterization by DC transport and microwave resonance simultaneously. The transmission of the resonator was investigated by a lock-in homodyne technique at the base rate can be roughly estimated as \( \gamma_0 \approx 2 \varepsilon / \hbar \). 

The evolution of the phase signal for the same range of \( \varepsilon \) and \( \theta \) can be converted from the plunger voltages and lever arms as previously discussed. Under each \( V_{\text{fl}} \) condition, the homogeneous phase signal always appears along the interdot lines, where detuning \( \varepsilon \) is constant. Once the QD is detuned such that \( \varepsilon = 0 \), the hole tends to be trapped in either left or right dot (being localized in the IL or IR state), where the charge transition between QDs is forbidden.

The qubit energy will change with respect to \( t_c \) and \( \varepsilon \) controlled by the gate voltages. The corresponding susceptibility of the DQD to microwave photons also varies, allowing the characterization by DC transport and microwave resonance simultaneously. The transmission of the resonator was investigated by a lock-in homodyne technique at the base rate can be roughly estimated as \( \gamma_0 \approx 2 \varepsilon / \hbar \).
Figure 2. Tuning of the charge qubit energy and the qubit-resonator coupling. (a) Evolution of one interdot charge transition line for the same range of $V_i$ and $V_c$ at zero bias with $V_h = 7.135$ V (upper), $V_h = 7.145$ V (middle), $V_h = 7.155$ V (bottom). Comparison of (b) phase shift $\Delta \theta$ and (c) relative transmission power change $A^2/A_0^2$ as a function of $\epsilon$ with a different $V_c$. The gray dotted lines are measured data, and the solid lines are the fits using eq 4. The colors used in parts a and b are correlated with each corresponding to a different $V_c$. The fitted parameters are $\{2\epsilon/\hbar, g_c, \gamma\} = 2\epsilon \times [11, 0.038, 5.25]$ GHz (green), $2\epsilon \times [5.8, 0.035, 4.5]$ GHz (blue), and $2\epsilon \times [3.84, 0.055, 6.49]$ GHz (red), respectively. The traces in parts b and c are vertically offset for clarity.

and $t_c$. We later conducted the quantum numerical simulation using the fitted-out parameters to reproduce the full transmission spectrum. The hybrid system is modeled by a Jaynes–Cummings (JC)-type Hamiltonian describing a TLS coupled to a single mode photon in a quantized harmonic oscillator:1,2

$$H_{\text{JC}} = \hbar \omega_0 \left( a^\dagger a + \frac{1}{2} \right) + \frac{1}{2} \hbar \omega B \sigma_z + \hbar g_{\text{eff}} \left( (a^\dagger + a^\dagger a) \sigma_z \right)$$  

(2)

The first and second terms describe the bare resonator and qubit, respectively. The third term governs the qubit-photon coherent interaction and $g_{\text{eff}} = g_c \times 2t_c/E_{\text{ph}}$ is the effective coupling rate, which shows a linear relation to the qubit energy, $\omega_0$ and $a$ are the photon creation and annihilation operators of the single mode resonator. The mean photon number in the resonator is $n = \langle a^\dagger a \rangle$. $\sigma_z$ are the qubit raising and lowering operators in the energy bases $|1\rangle$ and $|0\rangle$) after the diagonalization of eq 1 and the operator $\sigma_z = |1\rangle\langle 1| - |0\rangle\langle 0|$.

The expectation value of $\langle \sigma_z \rangle = P_1 - P_0$ defines the qubit occupation probability; here $P_1 = 1 - P_0 = \langle \sigma^z \rangle$ is the qubit excited state population.

For the calculation of transmission spectrum, an external microwave drive is applied on the JC oscillator with an extended Hamiltonian $H = H_{\text{JC}} + H_{\text{MW}}$ where the coherent drive with an amplitude of $\zeta$ at the frequency $f_d = \omega_B/2\pi$ is $H_{\text{MW}} = \hbar \zeta (a^\dagger e^{i\omega_B t} + a e^{i\omega_B t})$. In a rotating frame approximation, we have dropped the rapid oscillating drive term. The system is disturbed by the surrounding environment, leading to dissipation and decoherence. The dynamics of the driven and dissipative system can be described with a density matrix $\rho$ by solving a Markovian master equation:1,3,35

$$\dot{\rho} = -\frac{i}{\hbar}[H, \rho] + L[\rho]$$  

(3)

Here, $L[\rho] = \frac{1}{2} \sum_{\alpha, \beta} (2C_\beta \rho C_\alpha^\dagger - C_\alpha^\dagger C_\beta \rho - \rho C_\alpha^\dagger C_\beta)$ is the Lindblad operator governing the qubit energy relaxation and dephasing with $C_1 = \sqrt{\gamma_1} \sigma^-$ and $C_2 = \sqrt{\gamma_2/2} \sigma_\gamma$, and the photon dissipation with $C_\gamma = \sqrt{\kappa} a$.35 The average value of the photon field $\langle a \rangle = Tr(\rho a)$ and the qubit occupation probability $\langle \sigma_z \rangle = Tr(\sigma^z \rho)$ are obtained by extracting the steady state of the hybrid system from eq 3 using the numerical calculation tool, QuTiP.36 As the input/output coupling rate of the resonator is a constant (which is only determined by the design), the output signal from the resonator is linearly proportional to $\langle a \rangle$, from which the magnitude and phase as a function of $f_d$ can be derived. Except for the power dependence experiments, the numerical simulation was implemented in a weak drive limit $\zeta \ll \omega_0$ which is close to the experimental conditions. We restrict the Fock number of photon states $N = 2$ when the mean photon number trapped in the cavity is smaller than unity. The density matrix $\rho$ is then mapped to a 4 by 4 vector space, which allows an analytical solution using Bloch equations.3,37 In the power dependence calculation, the Fock space extends to $N = 160$, limited by our calculation capacity. The photon number changes when the drive amplitude is swept.

We first fit the amplitude and phase response as a function of QD detuning $\epsilon$ in Figure 2b,c using a resonance transmission equation taking into account the decoherence of the qubit and the resonator loss.3,37

$$t = \frac{-i \kappa}{2 \epsilon (f_0 - f_d) - i \kappa/2 + g_{\text{eff}}^2 (\sigma_z) / (2 \epsilon (f_0 - f_d) + \eta / 2)}$$  

(4)

where $\kappa$ is the input/output coupling rate of the resonator, $\gamma = \gamma_1/2 + \gamma_2\gamma_\phi$ is the qubit decoherence rate, which is the combination of the energy relaxation rate $\gamma_1$ and the pure dephasing rate of superposition states $\gamma_\phi$. In a weak drive limit, $\langle \sigma_z \rangle \approx -1$ as the qubit remains predominantly in the ground state. Here we focus on the relative magnitude change $A^2/A_0^2$ and relative phase variation $\Delta \theta$ with respect to the transmission of the bare resonator at the fixed frequency $f_d = f_c$. The numerator of eq 4 can be normalized to unity. Equation 4 was applied to fit the experimental data (gray dotted lines) in Figure 2b. From the evolution of phase spectra with an increasing $V_B$ we identify that the interdot tunneling rate varies from $2t_c/h = 11$ GHz $> f_c$ to $2t_c/h = 3.84$ GHz $< f_c$. The coupling rate under these gate conditions are in the range $2\epsilon \times 35$~$55$ MHz, in good agreement with the above estimation with the gate lever arms. With a different $t_c$, the decoherence rates vary in the range $2\epsilon \times 4.5$~$6.5$ GHz. (Here we did not consider the $\epsilon$ dependence of the decoherence rate usually observed in a DQD charge qubit.3,35) The detailed fitting parameters are present in the figure caption. We also compare the measured $A^2/A_0^2$ with the calculations from eq 4 using the fitted-out parameters, and the results show a good consistency as shown in Figure 2c. On this device, we did not observe the signature of strong coupling between the qubit and photon, mainly because of the large $\gamma$.

The JC system is then numerically simulated with the fitted-out parameters from the results of Figure 2. We first plot out the quantum level spectra of a closed Jaynes–Cummings system for (a) $2t_c/h < f_c$, (b) $2t_c/h = f_c$, and (c) $2t_c/h > f_c$, when
drive and system decays are not considered. The qubit-cavity energy detuning is defined as \( \Delta = \hbar (f_{qb} - f_c) \). The calculated eigenenergies of the four lowest excited states of the hybrid system are presented in Figure 3a. A splitting feature is always observed whenever the qubit energy is swept close to resonance with the photon level as shown in the inset of Figure 3a. The anticrossing gap is determined by the effective coupling rate, \( g_{\text{eff}} \). The qubit-photon hybridization is encoded by the superposition states as \( |↓⟩−|↑⟩ \). The other simulation parameters are \( \Delta = 0 \), \( \Delta_1 = 0 \), and \( \Delta_2 = 0 \). The numerically calculated resonator transmission (normalized) with a variable qubit decoherence \( \gamma \) is shown in Figure 3d. Energy level spectra of the uncoupled system with \( \Delta = 0 \) and \( \Delta_1 = 0 \), \( \Delta_2 = 0 \) are the normalized spectra and highlight the line shape in inset in parts d and e show the absolute transmission in arbitrary units, presenting the evolution of the dissipation. The traces in parts d and e are vertically offset for clarity.

The qubit-photon hybridization is encoded by the superposition states as \( |↓⟩−|↑⟩ \). The other simulation parameters are \( \Delta = 0 \), \( \Delta_1 = 0 \), and \( \Delta_2 = 0 \). The numerically calculated resonator transmission (normalized) with a variable qubit decoherence \( \gamma \) is shown in Figure 3d. Energy level spectra of the uncoupled system with \( \Delta = 0 \) and \( \Delta_1 = 0 \), \( \Delta_2 = 0 \) are the normalized spectra and highlight the line shape in inset in parts d and e show the absolute transmission in arbitrary units, presenting the evolution of the dissipation. The traces in parts d and e are vertically offset for clarity.

Figure 3. Quantum numerical simulation of the cQED system with a decoherence in a weak drive limit (\( \zeta \ll \omega_c \)). Energy level spectra of the lowest eigenstates in a closed Jaynes–Cummings system as a function of qubit detuning \( \epsilon \) under the condition (a) \( 2t_c/\hbar < f_c \), (b) \( 2t_c/\hbar = f_c \), and (c) \( 2t_c/\hbar > f_c \). The inset of part a indicates the anticrossing levels of a coherent qubit-photon hybridized system encoded by the superposition states, \( (|↓⟩, |↑⟩) \). The other simulation parameters are \( \Delta = 2t_c, \Delta_1 = 0, \Delta_2 = 0 \) and \( \gamma = 0 \). The numerically calculated resonator transmission (normalized) with a variable qubit decoherence \( \gamma \) is shown in Figure 3d. Energy level spectra of the uncoupled system with \( \Delta = 0 \) and \( \Delta_1 = 0 \), \( \Delta_2 = 0 \) are the normalized spectra and highlight the line shape in inset in parts d and e show the absolute transmission in arbitrary units, presenting the evolution of the dissipation. The traces in parts d and e are vertically offset for clarity.

Under the gate condition of \( V_B = 7.155 \text{ V} \) corresponding to \( 2t_c/\hbar = 3.84 \text{ GHz} < f_c \) (red line in Figure 2), we compare the measured transmission as a function of \( \epsilon \) and \( f_d \) with the numerical simulation in a weak drive limit, as shown in Figure 3. The absolute and normalized transmitted power from the measurements are presented in parts a and b, respectively. Corresponding numerical calculations using the fitted-out parameters are shown in parts c and d. The simulations replicate the main features of the measurements. For instance, a similar reduction of the transmitted signal is observed where \( \epsilon \approx 0 \) (or the detuning \( \Delta \) is small) in both parts a and c due to the qubit dissipation. Moreover, in the normalized transmission spectra of parts b and d, both positive and negative dispersive shifts on the scale of a few hundred kHz are
observed when the qubit energy is swept. A slight deviation is observed as the simulated peak broadening close to $\epsilon = 0$ is larger than that of the measurements. The discrepancy may originate from the lower charge noise sensitivity of the real device when the qubit is tuned to the so-called "sweet spot", while in the simulation we used the constant $\gamma$. The $\gamma$ dependence of the full transmission spectra is conducted with a numerical simulation and how it hinders the occurrence of the Rabi splitting are discussed in Figure S5.

To separate the influence of the qubit energy relaxation $\gamma_1$ and the pure dephasing $\gamma_2$, we further examine the power dependence of the transmitted signal in a dispersive regime. We first examine the numerical simulation. The calculated $\langle \sigma_z \rangle$ and $\Delta \theta$ as a function of $n$ with a fixed $\gamma$ but different $\gamma_1$ are shown in Figure 5ab. The physical parameters used for the simulation are $[2\pi / \hbar, \epsilon, g_x, g_y, \omega_c, \omega_0, \kappa] = 2\pi \times [4, 0, 0.05, 6, 6, 6, 0.001]$ GHz. With an increasing photon number $n$ up to $\sim 120$ (where the photon number is numerically calculated out from the input drive amplitude $\zeta$ and limited by our workstation calculation capacity), for each $\gamma_1$, we observe that $\langle \sigma_z \rangle$ ($\Delta \theta$) consistently increases (decreases) from the minimum (maximum). It is interesting to note that for all $\gamma_1$, the initial phase shifts are the same, being only determined by the given $\gamma$ and $\Delta$, in accordance with the prediction of eq 4. With variable $\gamma$, the initial phase proves different as evident by numerical simulation in Figure S6. In contrast, the transition tendencies of $\langle \sigma_z \rangle$ and $\Delta \theta$ are related solely to $\gamma_1$, showing a quicker qubit

![Figure 4. Comparison of experiment and numerical simulation. Full transmission spectrum as a function of $f_d$ and $\epsilon$ with voltage conditions corresponding to the red arrow in Figure 2a. The measured signal is plotted (a) as the absolute transmission power in arbitrary units and (b) normalized transmission power. Plots show a good consistency with the numerical simulations plotted in parts c and d, respectively. Simulations use the exact experimental and fitting parameters. In the simulation, the microwave drive amplitude $\zeta \sim 0.0001 \omega_{\text{qubit}}$ to ensure the photon number in the cavity is much lower than the unity. In the normalized plots, the spectrum at each $\epsilon$ is normalized to its own maximal output power.](image)

![Figure 5. Power dependence of the dispersive shift. Quantum numerical simulation of (a) qubit occupation probability $\langle \sigma_z \rangle$ and (b) phase shift $\Delta \theta$ as a function of cavity photon number $n$ with a fixed $\gamma$ but different $\gamma_1$ in a dispersive regime. $n$ is calculated up to $\sim 120$ with a sweeping drive amplitude $\zeta$, limited by our workstation calculation capacity. The other simulation parameters are $[2\pi / \hbar, \epsilon, g_x, g_y, \omega_c, \omega_0, \kappa] = 2\pi \times [4, 0, 0.05, 6, 6, 6, 0.001]$ GHz. With a fixed $\gamma$, changing $\gamma_1$ indicates the variation of $\gamma_1$, because $\gamma = \gamma_1 / 2 + \gamma_2$. The inset of part a illustrates the population of the qubit driven by the microwave photon in the Bloch sphere with the energy bases $|\uparrow\rangle$ and $|\downarrow\rangle$ defining the poles of $z$ axis. (c) A series of measured phase shift spectra as a function of $\epsilon$ with a different input drive power $P_{\text{in}}$. The traces are vertically offset for clarity. (d) Measured contrasts of the phase shift $\Delta \theta (\epsilon = 0) - \Delta \theta (|\epsilon| \gg 0)$ (dots) are fitted (red line) according to the combination of eqs 4 and 5 as a function of $n$, giving $\gamma_1 \sim 2\pi \times 70$ MHz, which is much smaller than $\gamma_2$. The blue line shows the calculated $\langle \sigma_z \rangle$ with eq 5 as a function of $n$ using the fitted-out parameters.]
saturation (Figure 5a) and phase elimination (Figure 5b) for a smaller γ. The ground and excited states of the qubit will be mixed even in the case where \( \Delta \neq 0 \) due to the qubit transition saturation,\(^1,38\) as illustrated by the Bloch sphere (in the energy bases that \( |1\rangle \) and \( |\uparrow\rangle \) define the poles of the z axis) of Figure 5a, where the pointing of the arrow represents the quantum state.

The extent of the qubit state mixing at a given \( n \) is also affected by the coherent coupling strength, the qubit-cavity detuning, and the qubit relaxation and decoherence with an analytical relation as\(^1,38\)

\[
\langle n \rangle = -1/1 + 4g_s^2/\gamma (\gamma^2 + \Delta^2)
\]

(5)

Substituting eq 5 into eq 4, we can easily find that the increase of photon number \( n \) will reduce the dispersive shift of the resonator, in line with the numerical calculations. The power dependence of the dispersive shift with photon number \( n \) (\( n \) is an input variable in analytical simulation) is also calculated using eqs 4 and 5, showing the same results as the numerical simulation in Figure S6.

A series of measured \( \Delta \theta \) as a function of \( \epsilon \) with a different input drive power \( P_{x \text{in}} \) is plotted in Figure Sc, where the qubit state is defined with the same gate conditions indicated by the red arrow in Figure 2. The contrast of the phase shift \( \Delta \theta(\epsilon = 0) - \Delta \theta(\mid \epsilon \mid \gg 0) \) sequentially becomes smaller with an increasing \( P_{x \text{in}} \). This evolution is further plotted in Figure Sd as a function of \( n \) (\( n \) spans over 4 orders of magnitude), showing a similar tendency as the numerical simulation in Figure 5a,b. The experimental data was fitted by the combination of eqs 4 and 5 with free \( \gamma_1 \) and \( \gamma \). The other parameters are fixed with \( [2\gamma/h, \epsilon, g_s, \alpha, \omega_0] = 2\pi \times [3.84, 0, 0.055, 5.9667, 5.9667] \) GHz as determined in the previous analysis. The fitting gives that \( \gamma_1 \sim 2\pi \times 70 \) MHz and \( \gamma \sim 2\pi \times 5 \) GHz, yielding the pure dephasing rate \( \gamma_s = \gamma - \gamma_1/2 \sim 2\pi \times 5 \) GHz, which is orders of magnitude larger than \( \gamma_1 \). The results imply that the inhomogeneous dephasing of the qubit, typically induced by the charge noise, is the main obstacle to the realization of the coherent hole-photon coupling.\(^4,33\) A similar recovery of the bare resonator mode has been experimentally observed when a resonator is coupled to a transmon in a dispersive regime at a large drive power and has been theoretical modeled accounting for the qubit transition saturation.\(^39-41\) A large drive power will also induce the broadening, merging, or even splitting of Rabi peaks when a qubit resonantly couples to the resonator.\(^4,13\)

For the implementation of a strong coupling, further effort must be dedicated to lengthen the qubit coherence. Improving the cleanness of the hBN/NW interface in fabrication or the crystallinity of the NW core and shell in growth may be beneficial to eliminate the unwanted defects and charge impurities. A recent experiment on Si/SiGe quantum dots claims that making an accumulation type QD will help to confine the charge wave function in a compact space, which may make devices less sensitive to the environmental noise.\(^44\) An alternative strategy is to elevate the coupling strength by employing a high-impedance resonator as the vacuum voltage fluctuation \( V_{\text{rms}} \sim \sqrt{2}\gamma_c \). Following this approach, it has been shown in several recent studies that \( g_s \) can be enhanced several fold.\(^11-13\) It is of interest to estimate the potentially effective spin-photon coupling via a spin–orbit interaction based on our current results. As previously reported, the \( \Delta L_0 \) in Ge/Si NWs is short and can be electrically tuned down to a few nanometers,\(^37,38\) which is significantly smaller than the reported values of other materials, for GaAs quantum wells \( L_{\text{SO}} \sim 20 \) μm\(^45\) and for InAs and InSb NWs \( L_{\text{SO}} \sim 100 \) nm.\(^46,47\) In a DQD geometry, we select the qubit energy \( E_{\text{q}} = 2t = h \times 10 \) GHz = 40 \( \mu \)eV at \( \epsilon = 0 \) and the half interdot distance \( \ell = 50 \) nm. We assume each single dot energy spacing \( \Delta E = 0.5 \) meV and the corresponding radius of single dot ground state wave function \( L = \sqrt{\hbar/\Delta E} \sim 20 \) nm, where \( m^* = 0.28 \) \( m_b \) is the effective mass of holes and \( m_b \) is the free electron mass.\(^48\) We set \( E_L = h\omega_c = 24 \) \( \mu \)eV, where \( E_L \) is the Zeeman splitting of spin states. Using the reported \( g = 2.2 \) yields the necessary magnetic field \( B = E_L/g\mu_B \sim 250 \) mT, where \( \mu_B \) is the Bohr magneton.\(^49\) Here we choose a moderate \( L_{\text{SO}} = \) 20 nm (correspondingly a Rashba SOI coefficient \( \alpha = \hbar^2/2m^*L_{\text{SO}} \sim 3 \times 10^{-35} \) eVm) for the Ge/Si NW\(^41\) and \( g_c = 2\pi \times 60 \) MHz. The spin-photon coupling strength of the DQD is then estimated as \( g_c \approx 2g_s(\Delta E E_{\text{q}}/E_{\text{q}}^2)(L/\ell)\eta \sim 2\pi \times 14 \) MHz, \( \eta = \sqrt{1 - s^2} \) and \( s = (L \mid R) = e^{-i \theta/\gamma} \) relates to the interdot wave function overlap.\(^49\) The predicted \( g_c \) in the DQD is close to recently reported values of the strong spin-photon coupling using a local magnetic field gradient.\(^12,13,37\) When \( \epsilon = 0 \), the electron spin is trapped in a single dot, giving the spin-photon coupling strength \( g_c \approx g_s(E_L/\Delta E)(L/\ell) \sim 2\pi \times 2.5 \) MHz.\(^32\) The reasonably large value even for a single QD mainly arises from the short spin–orbit length of Ge/Si NWs. We note that the charge noise can also cause spin decoherence through the SOI. As proposed by Benito et al.,\(^37\) the optimal working point is where the charge qubit is slightly detuned to the photon, for which the charge noise will be largely decoupled to the spin albeit at a cost of reduced spin coupling rate \( g_c \). However, the ratio of spin coupling rate over the decoherence rate \( g_c/\gamma_1 \) can be optimized. With the same model as in ref 37, we estimate the spin decoherence rate of our device in a dispersive regime using \( \gamma_1 = g_\ell E_{\text{q}}^2/12[(E_{\text{q}}^2 - E_0^2)^2 + \gamma_1^2] \), here the spin-charge hybridization energy \( E_{\text{hy}} = \alpha L\epsilon/\ell \sim 7.5 \) \( \mu \)eV. Using the fitted-out charge decoherence rate \( \gamma_1 \sim 2\pi \times 5 \) GHz, \( \gamma_1 \) is evaluated to be approximately \( 2\pi \times 120 \) MHz, 1 order of magnitude larger than the estimated \( \gamma_1 \) indicating that a significant improvement is required to achieve the strong coupling regime. However, if \( \gamma_1 \) can be suppressed to \( 2\pi \times 100 \) MHz (which has been realized in QDs made from a carbon nanotube, Si/SiGe heterostructure, and GaAs quantum well systems\(^5,10,12-14\)), the spin decoherence rate will reduce to \( 2\pi \times 6 \) MHz, allowing access to the strong spin coupling regime.

In conclusion, a controllable cQED system was implemented with a Ge/Si NW DQD embedded in a transmission line resonator. A hole charge qubit is formed at the left–right QD energy degeneracy. The transition energy of the qubit can be tuned across the photon level by local electrical gating, thus turning on and off the coupling, which is detected from the response of the transmitted signal through the cavity. Numerical simulation of the dynamics of the hybrid system provides a powerful guide to interpret the experimental results. The hole-photon coupling strength is evaluated to be in the magnitude of several tens of MHz; however, strong coupling is not achieved due to a fast qubit decoherence. The power dependence of the cavity mode dispersive shift further reveals that pure dephasing dominates the decoherence of the qubit.
Device preparation, measurement setup, DC transport of DQD out of equilibrium, qubit decoherence and coupling strength effects on resonance spectrum, and power dependence of the dispersive shift (PDF).
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